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Abstract

By drilling a wellbore cavity, high stresses arise at the wellbore wall,
leading to the formation of breakouts which enlarge the hole to an elon-
gated shape oriented along the direction of the minimum principal stress.
If formation of breakouts is delayed, rock debris falls on the drill bit which
may lead to stuck pipe problems or even abandonment of the drill string.
Reasons for such time-delayed failure of the wellbore may be due to chem-
ical fluid-rock interaction, especially in swelling clays. However, such de-
layed instabilities have also been observed e.g. in gneiss formations at
the KTB borehole (Germany) that are not known to exhibit a swelling
behavior. We propose to explain observations of delayed wellbore fail-
ure by time-dependent brittle creep, which has been observed for many
types of rocks. Following this approach, rock fails under loads less than
their short-time strength but after a long enough time span. This time
is in exponential relation to the load applied to the rock. We imple-
ment a model developed for the creation of shear bands on the basis of
time-dependent brittle creep by Amitrano and Helmstetter (2006). Here,
progressive damage of the formation is captured by a damage parameter
D and the time-to-failure TTF. Young’s modulus F is decreased by a
factor every time TTF is expired, i.e. when failure is reached. Subse-
quently, stresses are redistributed according to the new distribution of
FE in the formation. Using this approach, we obtain closure of the well
with primary and secondary creep phases. Wellbore breakouts are formed
progressively with deepening and widening of the initially damaged zone.
After a certain time the formation of breakouts comes to an end with an
Omori-like decay of failure approaching a steady-state.
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1 Introduction

Analysis of the stability of underground excavations is a standard engineering
task for the construction of boreholes, tunnels and mining shafts. Such man-
made cavities perturb the local stress field tremendously, potentially leading to
different kinds of rock failure. Besides the safety aspects of controlling rock fail-
ure, stability problems are a major cost factor for the creation of underground
cavities. To prevent such problems, it is necessary to calculate the stress and
displacement fields around artificial cavities to plan for adequate measures in
order to prevent excessive failure of the rock. Stresses around a wellbore orthog-
onal to principal stresses were derived in the classical paper by Kirsch (1898).
Solutions for a more general case for inclined wellbores have been derived by
Hiramatsu and Oka (1968). At the wellbore wall, compressive stresses reach a
maximum in the direction of minimal principal stress, leading to the formation
of breakouts. Excessive breakouts can be an obstacle for the further drilling pro-
cess, as e.g. material may fall on the drill bit leading to stuck pipe problems,
which delays the drilling progress or may even end in the abandonment of the
drill string and the wellbore. Besides, breakouts forming at the wellbore wall
are used to determine the stress state of the crust. As breakouts in a vertical
wellbore form in the direction of minimum horizontal stress, breakouts can be
used to determine the orientation of the tectonic stress tensor. Zoback et al.
(1985, 2003) show breakout growth in depth, but no growth in width is observed
in their numerical simulations. This forms the basis to use breakouts as stress
indicators for stress magnitudes by determination of breakout geometry and
width (Vernik et al., 1992; Brudy et al., 1997; Haimson and Chang, 2002). The
previously mentioned studies use an elastic approach and a time-independent
failure criterion to calculate the formation of breakouts. These approaches yield
breakouts with a round shape. However, in laboratory experiments and in-situ
V-shaped breakouts are frequently found (Lee and Haimson, 1993; Haimson,
2007; Zang and Stephansson, 2010). Zoback et al. (1985) describe the growth
of breakouts at depth using elastic solutions applied to iteratively generated
geometries of the wellbore cross-section including the breakout. However, they
lack to answer the question why breakout growth at depth stops at some point,
but already point to inelastic effects necessary for a stabilization of breakouts.

There is ample evidence for time-dependent evolution of breakouts (Tri-
antafyllidis et al., 2010). Through repeated logging runs several examples of
time-dependent breakout formation have been found. At KTB-VB scientific
wellbore caliper logs were run 74 times over a period of over a year, making
it possible to study time-dependent formation of breakouts at depths of 500 to
3000 m where the well advanced in gneiss and amphibolite rocks (Kessels, 1989).
For several depth intervals growth of breakouts within the first 20 to 100 days
after drilling was observed, followed by stabilization and cessation of breakout
growth (Figure 1). At the Soultz geothermal project no breakouts were observed
in the granite formation immediately after drilling, but after 1 year extensive
breakouts had formed (Cornet et al., 2007). More recently, IODP scientific
wells in muddy sediments south of Japan showed a time-dependent growth of
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Figure 1: Caliper and ellipticity of well KTB-VB at the depth section 575-
600 m obtained from 74 caliper runs showing the evolution of breakouts with
time (modified from Kessels, 1989).

breakouts (Moore et al., 2011).

Haimson (2007) describes the micromechanical processes of breakout forma-
tion as observed for different rock types in laboratory experiments. Possible
mechanisms for time-dependent mechanical behavior are chemical interaction,
most notable in clayey formations (Chen et al., 2003), or in the form of stress
solution at crack tips (Rutter, 1976), diffusion of pore fluid pressure (Detournay
and Cheng, 1988), thermal stresses and mechanical creep. The latter mecha-
nism is subject of this study and is treated by the principle of time-dependent
brittle creep as a consequence of e.g. subcritical crack growth or stress corrosion
(Anderson and Grew, 1977; Scholz, 1968; Das and Scholz, 1981; Atkinson, 1984;
Brantut et al., 2013). Lockner (1998) experimentally derived a generalized law
for the behavior of Westerly granite under general loading conditions. Using
this law, he simulates time-dependent brittle creep with numerical methods.
Amitrano and Helmstetter (2006) and Xu et al. (2012) model time-dependent
brittle creep of 2D samples using the finite element method and explicit imple-
mentation of a time-to-failure law in the constitutive relations. They are able
to numerically simulate e.g. creep strain curves and failure event rates that fit
those of lab experiments very well. (Gran et al., 2012) use a block-slider model
to simulate seismicity sequences. Specifically, to introduce the decaying activity
of aftershock sequences, he introduces a time-to-failure approach. Within a cer-
tain parameter range, they obtain an event rate scaling conforming to Omori’s
law.

In this paper we combine a wellbore stress analysis with the numerical ap-
proach developed by Amitrano and Helmstetter (2006) in order to study the



temporal evolution of breakouts. For this, we develop a finite element simulator
for the problem of an arbitrarily oriented wellbore and implement the time-
to-failure approach, incorporating effective elastic moduli. We propose to link
the damage at the wellbore wall to Young’s modulus by a linear relation be-
tween damage and Young’s modulus as in Amitrano and Helmstetter (2006) but
test also two different relations. We study the temporal evolution of breakout
growth, as well of the shape of the breakouts and compare it with laboratory
studies.

2 Time-Dependent Brittle Creep

When rocks are subjected to high loads, but below their short-term strength
they begin to creep. If the load is large enough, they show a trimodal behavior:
the primary creeping phase is marked by a relatively high strain rate leveling
off to a minimum value before it increases again. This phase of minimal strain
rate was classically termed the secondary creeping phase, but there is debate
over its actual existence (Brantut et al., 2013). Tertiary creep is marked by
an acceleration of strain rate after a certain amount of creep strain is reached
(Baud and Meredith, 1997) leading to failure of the rock. The time from the
beginning of such an experiment till the ultimate failure of the sample is termed
time-to-failure ¢, and can be related to the applied load by an exponential law
(Wiederhorn and Bolz, 1970)

led

tf = toe_baa (1)

where o is the applied load, og is the short term strength of the rock and b
and ¢y are material constants of the rock. This kind of behavior is observed
in many materials. It was first noted in glass and ceramics (Charles, 1958;
Wiederhorn and Bolz, 1970) but later found also in natural rock material such
as granite (Kranz, 1980; Kranz et al., 1982; Lockner, 1993; Masuda, 2001),
sandstone (Baud and Meredith, 1997; Heap et al., 2009), limestone (Brantut
et al., 2013), and basalt (Heap et al., 2011). It is likely that the behavior of time-
dependent brittle creep is not restricted to these materials. However for other
rock types such as shales, the necessary experimental program to obtain the -
o-relationship is very tough, since the repeatability of rock strength experiments
must be assured within narrow bounds.

Elastic approaches predict the wellbore wall to fail in compression by shear
failure. Observations of breakouts under controlled laboratory environments
however, show that tensile failure modes play an important role in the creation of
breakouts (Haimson, 2007; Andersson et al., 2009). This apparent discrepancy is
typically explained by coalescence of tensile microcracks leading to macroscopic
failure under compressional stresses (Brantut et al., 2012, 2013). In our modeling
we do not consider any particular failure mode, since brittle creep experiments
are typically conducted in compression but showing evidence for tensile failure
modes. However, the macroscopic observable, time-to-failure, is independent of
microscopic failure modes.
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Figure 2: (a) Schematic of the FE model of a borehole with arbitrary orientation
of azimuth a and inclination 4, fixed displacements at the outer boundary and
tied displacements of upper and lower nodes. (b) shows a closeup of the refined
mesh around the wellbore.

3 Numerical Model

For our simulations we use the commercial finite element software Abaqus
(Simulia), version 6.11-2. In order to compute stresses around an arbitrarily
oriented wellbore we model a 3-D slice orthogonal to the wellbore axis. We ap-
ply an initial stress field at an angle to the modeled domain to take the relative
orientation of the stress tensor to the wellbore into account. Boundary condi-
tions are chosen after Ewy (1993), i.e. the outer nodes are fixed, inner nodes
of the wellbore wall are free. Periodic boundary conditions along the wellbore
axis are realized by tying the nodes on the top of the modeling domain to the
nodes on the bottom in pairs, such that their respective displacements in all
three directions are identical (Figure 2). These conditions guarantee that lines
parallel to the wellbore axis remain parallel and ensure a constant thickness
of the modeled volume. Yet they allow for non-planarity and warping of the
modeled volume. Using these boundary conditions, the analytical solutions for
stresses around an arbitrarily oriented wellbore (Fjaer et al., 2008) are matched
very well. In order to simulate the effect of the weight of the drilling mud, which
is used to stabilize the wellbore wall, a surface load is applied to the wellbore
wall. At the beginning of the simulation the nodes at the wellbore wall are fixed
to simulate the undisturbed rock. Drilling of the well is simulated by instan-
taneous release of this boundary condition. Additionally a radial pressure is
applied to the wellbore wall representing the weight of the drilling fluid. While
in principal any orientation of the wellbore can be modeled by this setup, results
shown hereafter are for the case of a vertical wellbore.



To incorporate time-dependent brittle creep, we follow closely the approach
developed by Amitrano and Helmstetter (2006). It bases on the assumption that
time-dependent brittle creep increases the density of microcracks in a rock ma-
terial. This is underpinned by numerous experiments (e.g. Heap et al., 2009),
which show a remarkably congruent evolution of energy released by acoustic
emission, strain and porosity changes over the time of the experiment. In-
creased crack density leads to degradation of the elastic moduli (Kemeny and
Cook, 1986; Heap et al., 2010), thus reducing the capability of rock to support
stress. Because of the degradation, stresses are redistributed increasing the load
on neighboring elements. The basic constitutive behavior of the rock is mod-
eled with linear elasticity. The time-dependent failure model is incorporated in
Abaqus using a subroutine. Here the damage state of the model is read and
updated according to the current stress state after each time step. The damage
state of each element is described by the damage variable D, which takes the
value D = 0 for undamaged and D = 1 for completely damaged states, and
the consumed lifetime variable. If time-to-failure is not reached in an element,
the proportion of time-to-failure which has passed in the last time step is stored
and added to the consumed lifetime variable. When the time-to-failure is finally
reached, damage is applied to the element by increasing D by a constant value
Dy and the consumed lifetime is reset to 0 for this element. Time increments
are adjusted in each increment accounting for the time-to-failure of the element
closest to failure. The numerical model is summarized in a flowchart in Figure 3.

To calculate time-to-failure we employ Equation 1. In Amitrano and Helm-
stetter (2006) o is the mean major stress, which is typically the vertical stress
in a uniaxial compressive test. For our wellbore environment we have almost a
uniaxial stress state with o, being the difference between formation pressure
and mud pressure, thus close to zero. The hoop stress ggy is the principal stress
determining failure at the wellbore wall, thus we replace ¢ in Equation 1 with
ogg. The hoop stress is obtained from the Cartesian stress components o, o,
and the in-plane shear stress 7,,:

1
000 = = (05 + 0y) — = (04 — 0y) CO8 20 — T4y, 5i0 26. (2)

2 2
Input parameters are summarized in Table 1. The time-to-failure parameters
to and b used are taken from Masuda (2001), who conducted creep experiments
on granite samples. Other rock parameters are generic but are chosen with
reasonable values commonly found in the literature. We have to emphasize here,
that input parameters determined from slow creep tests are not straight forward
to compare with our input parameters. The experimentally obtained values for
t¢ are for macroscopic failure of one sample. However in our simulations, ¢
is considered for microscopic failure, which accumulates to macroscopic failure
only after many cycles. We neglect any effects of varying water saturation or
temperature changes, although they have a large impact on the actual time-to-
failure behavior of rocks (Kranz et al., 1982; Heap et al., 2009).
The degradation of Young’s modulus with increasing damage has been ana-
lyzed in several studies. From cyclic compressional tests on different rock sam-
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Figure 3: Flowchart of the FE simulation with time-dependent failure of single
elements.

ples Heap et al. (2010) find an approximately linear decrease of the macroscopic
Young’s modulus with increasing crack density. Nevertheless we tested several
relationships with linear, concave and convex progression of Young’s modulus
as a function of damage to account for the uncertainty in the actual behavior of
different rock types. Here we have to differentiate between the experimentally
determined values of E being macroscopic quantities lumped over the whole
sample, whereas in our simulations we need to use a microscopic E valid only
for each element. Therefore, we reduce F to almost zero for complete damage
of D = 1. This is unlike the experimentally obtained macroscopic values, where
E is reduced by 10 — 30 % until macroscopic failure of the sample is reached,
depending on the rock type. The used relationships between Young’s modulus
and damage are shown in Figure 4. As is discussed below, in all simulations
damage does not increase further than to where the effective Young’s modulus
E.;y is reduced to about half its original value Ej.

4 Results

Figure 5 shows the evolution of breakouts for snapshots log-spaced in time in
terms of hoop stress ogg and damage D. A gradual growth of the breakout with
time is observed over the modeled period of 10°s (11.5 days). At the beginning,
damage accumulates in a curved area adjacent to the wellbore wall. Here the



Parameter Description Value
Strength parameters

to TTF time factor 2.10%25
b TTF exponent 46
) uniaxial compressive strength 70 MPa
Dy damage parameter 0.01
Elastic parameters
FEy initial Young’s modulus 31GPa
v Poisson’s ratio 0.36
Stress field, effective stresses
O H,max maximum horizontal stress 35 MPa
Oh,min minimum horizontal stress 20 MPa
o vertical stress 30 MPa
Pmud mud overpressure 2MPa

Table 1: Mechanical input parameters of the numerical model.
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Figure 4: Relation F(D) of Young’s modulus E with increasing damage D for
the three different models.

hoop stress decreases very strongly as time and hence damage progresses. Due
to the ongoing redistribution of stress following damage, the point of maximum
hoop stress moves away from the wellbore wall to the inside of the formation.
With increasing deepening of the breakout, slight stress increase is observed in
the vicinity of the breakout tip. In the end, a stress distribution with only small
stress gradients is observed which leads to much larger ¢y and hence a much
slower accumulation of damage.

The evolution of the breakout dimensions in width in degrees and depth a,
normalized by the wellbore radius r, is shown in Figure 6. Here, any damaged
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Figure 5: Evolution of hoop stress ogp (top) and damage (bottom) over time.
Note the increase of stress away from the wellbore wall.

elements are considered as part of the breakout. It is marked by a number of
distinct features. At the beginning of breakout growth the shape is round with
a shallow depth and an already large angular extend of around 30°. Then the
breakout widens considerably to more than 60° and depth increases moderately
from around 0.05a/r at the beginning to more than 0.4a/r in the end. The
slope of growth in width decreases and the slope of growth in depth increases
considerably when plotted in a semi-log plot as in Figure 6. Towards the end of
the simulation, growth of breakouts is now mostly in depth, and width increases
only moderately. Remarkable is the almost identical evolution of the breakout
size for the three F(D) relations. But, since breakout size was defined as the
area with any damage, this is not relevant for real-world comparison. Instead,
we plot the shape of the breakouts normalized by the E(D) relation in terms of
E.r; in Figure 7. We see that the shape is slightly dependent on the relation
E(D) with linear and convex E(D) result in rounded breakouts, while for a
concave E(D) the breakout tip is more pronounced and the breakout takes a
V-shape. Although the amount of damage in the developed breakout is very
different for the E(D) relations, E.fy is very similar for all simulations. This
again underpins the robustness of our approach towards different relations for
damage accumulation.

In the following, we analyze in further detail the late evolution of the break-
outs coming to a stable state. For this we retrieve the event rate from the
number of elements where damage was applied in one time step divided by the
time increment. Figure 8 shows the evolution of event rate n over time. The
log-log plot shows a power law decay of events as it is typically observed e.g. in
earthquake aftershock sequences, which are commonly described by Omori’s law
(Utsu et al., 1995), one of the fundamental empirical relationships of seismology.
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Figure 8: Decay of event rate during breakout formation for the three degra-
dation relations along with fits of Omori’s law with ¢ = 0. All behave very
similarly and comply with Omori’s law with p ~ 0.8.

The modified Omori law is 5

n(t) = CEE (3)

where k is the amplitude of aftershock activity, ¢ is a time offset and p is
an exponent describing the decay rate. Neglecting the time offset (which is
a debatable quantity related to overlapping recordings of seismicity), we fit a
decay exponent p in the order of 0.77 to 0.81 to the event rate, depending on the
E(D) relation. These values are a bit lower than what is observed for aftershock
sequences. Here values of p = 1.0 to 1.2 are commonly found (Shcherbakov
et al., 2004) representing a faster decline of activity. Our relatively small values
of p is in agreement with the numerical experiments of uniaxial compression by
Amitrano and Helmstetter (2006) and suggests a slower decay of activity by the
process of time-dependent brittle creep, compared to most aftershock sequences.

Laboratory experiments on uniaxially stressed samples suggest that Pois-
son’s ratio v increases with increasing damage and progressive stiffness degra-
dation of E (Heap et al., 2010). We therefore checked the effect of increasing v
with increasing damage for the linear F(D) relation. v was increased linearly
with damage from 0.25 for undamaged matrix to 0.5 for D = 1. Comparing
with the result for constant v the overall shape and size of the breakout is the
same, however the areas of large damage have a slightly larger extent, both in
width and depth. While the overall breakout has a round shape, the highly
damaged areas take a V-shape.

For one test we solve the constitutive equations of poroelasticity (Rice and
Cleary, 1976) incorporated in Abaqus instead of the elastic constitutive model.
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The boundary conditions were the same, except for an additional condition for
the additional degree of freedom, namely pore fluid pressure p. According to
the mud pressure which is applied as surface load to the wellbore wall in all
previous simulations, also pore fluid pressure is prescribed with the same value
at the wellbore wall. Following the poroelastic approach, the time-to-failure
criterion is evaluated using effective stresses (o .4 = ¢ —p - I). To incorporate
also the effect of increasing crack density with increasing damage on the hy-
draulic properties of the formation, hydraulic permeability & (in m?) is defined
exponentially dependent on the damage variable, with log(k) = —13 for D =0
and log(k) = —9 for D = 1 and linearly interpolated between these values. The
effect of increasing pressure solution with increasing pore fluid pressure in the
rock matrix is not captured by this simplistic poroelastic model, besides there
is no experimental evidence that increased pore fluid pressure, but constant ef-
fective stresses, actually enhances subcritical crack growth (Heap et al., 2009).
Because of the stabilizing effect of pore fluid pressure in the rock matrix, the
propagation of breakouts is slower for a poroelastic material than for an elastic
material but follows the same general trend and shape. Therefore we did not
study effects of poroelasticity any further.

5 Discussion

Although they are almost never considered in typical analyses of wellbore fail-
ure, there is no reason why inelastic effects such as creep and accompanied
time-dependent brittle failure should be absent along the borehole wall. Haim-
son (2007) observed the micromechanical processes of breakout formation in
different kinds of rock. For the example of Lac-du-Bonnet granite he observes
successive spallation of rock flakes from the borehole wall, that leave small can-
tilevers of rock behind, when the rock flakes fall off. The residual strength of
these small cantilevers is enough to reduce the next flakes length. Eventually
this cascade of less and less damaged rock leads to stable V-shaped breakouts.
Comparing to our damage mechanics approach, the formation of individual rock
flakes with microcracks in between can be regarded as stiffness degradation of
a damaged rock material. Thus, the progressive failure of flakes of rock, com-
bined with the accompanied stress redistribution can be suitably analyzed by a
damage mechanics approach.

The evolution of borehole breakouts show common features of seismic after-
shock sequences. The drilling of the well causes large localized stress pertur-
bations, comparable to localized stress increases following an earthquake main
shock. Similar to the release of stress peaks on fault asperities, heterogeneities
along the wellbore wall caused by an increased microcrack density, fail over time
through the processes of stress corrosion or brittle creep (Das and Scholz, 1981).
This releases localized stress peaks and eventually leads to a stable state, where
stress perturbations are such that the time-to-failure grows to orders which are
irrelevant for engineering processes.

12
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Figure 9: Breakout with dog ear-shape in a Lac-du-Bonnet granite sample cre-
ated in a lab test. Adapted from Haimson (2007).

6 Conclusions

We propose a simple geomechanical model to explain the time-dependency of
wellbore breakouts. Using an implementation of time-dependent brittle creep
to the commercial finite element package Abaqus we are able to match several
characteristics of breakout growth in time, as observed in-situ. These are a
relatively quick widening of the breakouts and subsequent growth mainly in
depth, leading to a distinct V-shape. Overall the evolution of the breakout size
comes to a halt by an Omori-type decay of event rate. The breakout geometry
resulting from the time-dependent evolution shows the typical V-shape observed
in many wells. This is caused by the development of an excavation damaged zone
around the wellbore and the breakout reducing stresses in damaged elements
and redistributing, i.e. increasing stresses to neighboring elements. With time,
stresses are redistributed more and more such, that the residual strength of the
excavation damaged zone is sufficient to support the residual stresses for very
long time spans and the growth of breakouts stops. When using the geometry
of breakouts to infer stress magnitudes, great care must be taken that a stable
state has been reached. Still then the assumptions used to predict breakout size
from a given stress state need to be verified and calibrated by experiments.
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